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Abstract

Until recently, almost all social media platforms verified
the identities behind notable accounts. Prior work showed
users understood this process. However, Twitter/X’s switch to
an open, less rigorous verification process represented a sig-
nificant policy shift. We conduct a U.S. Census-representative
survey to investigate how this and subsequent verification
changes across social media impact users’ verification per-
ceptions. We find most users generally recognize the changes
to Twitter/X’s policy, though many still believe Twitter/X ver-
ifies account holders’ true identities. However, users are less
aware of subsequent Facebook verification changes. We also
find platforms’ verification differences do not impact user
perceptions of posted content credibility.

Finally, we investigate various hypothetical verification
policies. We find participants are more likely to perceive
posts from verified accounts as credible when only notable
accounts are eligible and government document review is
required. Payment did not affect credibility decisions, but
participants felt strongly that payment for verification was
unacceptable.

∗The full quote by a participant asked what verification policy changes
they would suggest was, “I would require a photo ID. I can say I’m John
Travolta and I can give you my email address (which can be almost anything)
to confirm me, but I’m not John Travolta.”
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1 Introduction

Most social media sites, such as Twitter/X1, Facebook, Tik-
Tok, and LinkedIn, support some form of account verification.
Each platform reviews accounts [41], then adds a badge (e.g.,

) next to the verified account’s (VA)2 username to signal
the verification process has been completed. VAs were intro-
duced to help users differentiate between accounts belonging
to the entity named (often a celebrity or account of public
interest) and parodies or impostors [71]. Twitter introduced
VAs in 2009 following a rise in impostor accounts [64], and
other platforms followed suit [22, 33, 41, 59, 61, 69]. With the
rise of disinformation on social media, the value of determin-
ing a post’s true source is growing [28, 35–37, 48, 56]. This
challenge is exacerbated in emergencies, when users look
to social media for real-time information [6, 31, 40, 46, 73].
During terrorist and active-shooter events [3, 6] and natural
disasters [40, 45, 52], users look to local authorities, such as
police and fire departments, for safety information. Without
rigorous account verification, users may trust false informa-
tion with life threatening consequences [27].

While there is some evidence suggesting users equate ac-
count verification with credibility [43], other work has shown,
in isolation, users correctly understood the verification badge
only indicated authenticity [72]. However, recent changes
to verification policies may muddle verification’s purpose.
First, the social media ecosystem has splintered, with new
and niche platforms growing (e.g., TikTok, Truth Social, etc.).
While verification is similar across platforms, some subtle
differences should impact the correct interpretation of VAs.

Additionally, some of the largest existing platforms have
made significant policy changes. Most notably, Twitter dra-
matically changed its verification policy after being acquired
by Elon Musk in October 2022. Prior to the purchase, Twitter
verified notable users’ accounts (e.g., celebrities and public

1Since Twitter’s rebranding to X occurred after our survey, we will use
“Twitter” in the remainder of the paper.

2Terms differ by platform. For consistency, we refer to accounts that have
undergone some form of authentication as verified accounts (VAs).
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figures or organizations) by requiring proof of identity via a
government-issued ID [71]. Twitter then made verification
available to any user for a monthly $83 subscription fee, and
swapped government ID for a verified phone number [70].
This transition was tumultuous, with abrupt changes regu-
larly covered in the media [9, 20, 29, 32, 44, 47]. Some users
took advantage of the new policy to establish impostor ac-
counts [49,63]. To less fanfare, Facebook also adjusted its ver-
ification policy, allowing anyone to obtain a VA for a fee, but
maintaining the requirement for ID verification, and LinkedIn
made verification slightly more open without adding a fee.

We seek to assess the impact of these policy changes on
user perceptions of VAs, as well as how users think verifi-
cation policies should work. Towards that goal, this paper
considers three research questions:

RQ1: What are the verification policies used by popular social
media platforms and how have they changed over time?

RQ2: What do users think account verification entails? How
does it impact perceptions of posted content credibility?

RQ3: How would potential changes to verification policies
impact user perceptions of posts from verified accounts and
user perceptions of the policies?

RQ1 seeks to understand the VA ecosystem. Due to the
fractured landscape, perceptions may vary depending on the
platforms used. With the volume of media coverage and rapid
policy-making during the Twitter transition, user perceptions
may represent a snapshot in time, rather than an accurate
depiction of current policy. To understand the impact of these
changes, we must first enumerate verification policies.

To address RQ1, we captured the verification policies of
eight popular social media sites from April 2022 to August
2023, noting any changes. After enumerating verification poli-
cies, we conducted a controlled experiment—using a vignette-
based survey of 1600 U.S. Prolific users—to address RQ2 and
RQ3. Participants were first shown two mock posts containing
contradictory information and asked to indicate which they
perceived as more credible, to test the VA’s impact on their
assessment of relative credibility when presented with infor-
mation from similar accounts—a common challenge when
assessing information during emergency events. We varied
the platform (Twitter vs. Facebook) and asked participants
to indicate how they believed their assigned platform defined
verification. Then, we presented participants with a new ver-
ification policy and asked them to reevaluate the previously
shown mock posts with this new policy in mind. We also
asked participants their perceptions of the new policy.

Participants’ understanding of Facebook’s and Twitter’s
verification policies was mixed, and they were more likely to
correctly perceive Facebook’s policy as requiring identity ver-
ification. Participants correctly indicated Twitter’s policy was

3$12 if signing up in-app to account for Apple’s/Google’s service charges.

open to anyone for a fee. This seems to indicate users have
better understood the Twitter policy over time, compared to a
similar survey conducted earlier by Xiao et al., which asked
participants to identify features of verification [78]. However,
participants seemed unaware of Facebook’s policy, with many
still believing verification was free and only for notable ac-
counts. This is likely due to the newness of Facebook’s policy
change and lack of broad media coverage.

We did not observe differences in participants’ assessments
of posted content credibility between assigned platforms.
However, after providing participants with a verification pol-
icy, they were more likely to find posts from the VA credible
when government ID was required and only notable accounts
were verified. Participants also perceived these policies as
more acceptable (matching Xiao et al. [78]). This difference
between initial assessment and re-assessment after reviewing
a verification policy suggests participants do not consider the
details of the policy fully when assessing posts from VAs.

Finally, while participants strongly disliked paying for
verification—corroborating Xiao et al. [78]—payment did
not impact participants’ credibility decisions before or after
reviewing the verification policy. While this indicates verifi-
cation payment has no direct impact on user assessments of
credibility of VAs’ posts, the strong dislike of the policy may
have downstream impacts that should be considered in future
work, especially as several participants reported no longer
trusting any verification provided by Twitter.

2 Related Work

Credibility of Online Content. A large body of work has in-
vestigated factors affecting user perception of online content
credibility. Wineburg et al. surveyed students to assess ability
to judge online sources’ credibility [76]. Fogg et al. found
the “design look” of a website impacts perceived credibil-
ity [18]. Hilligoss and Rieh found users are more likely to
find information legitimate when the source appears “offi-
cial” [26]. Hassoun et al. performed a qualitative analysis of
Gen Z’s evaluation of online information, finding three “trust
heuristics”: credible information was easily accessible, neu-
tral in tone, and “felt right.” Their participants reported using
number of likes and comments as a form of “crowdsourcing
credibility” [24]. This mirrors previous findings that users are
more likely to perceive information as credible when they be-
lieve others perceive it as credible [8, 17, 21, 26, 66], an effect
called the endorsement heuristic. Familiarity with a source
also increases perceived credibility, known as the reputation
heuristic [42]. We build on prior work, focusing specifically
on social media platforms and the effect of verified indicators.

Verification’s Impact on Social Media Post Credibility. The
verified indicator’s purpose is to affirm an account holder’s
identity, not signal posted content credibility. However, hu-
mans’ reliance on trust heuristics may lead to an indirect
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effect on perceived credibility, which may explain conflicting
evidence whether users separate authenticity and credibility.

Early work by Morris et al. suggested the verified indica-
tor has a high impact on users’ evaluation of credibility [43].
However, their work asked participants to list features they
consider when deciding if a tweet is credible, which measures
the conscious impact of verification badges, not the behavioral
impact. Conversely, Vaidya et al. conducted a large-scale con-
trolled experiment, measuring the verified indicator’s effect
on participants’ perceptions of post credibility. They found
users understood verification indicated the account holder
was who they said they were, but does not add credibility to
the post [72]. Similarly, in 25 interviews with social media
users about fake news, Geeng et al. found most users do not
conflate authenticity with credibility [21]. Dumas and Stough
conducted a consumer-behavior study where participants were
shown influencer-posted content. They found consumers as-
sociate VAs with celebrity more than source credibility [12].
In this paper, we seek to assess whether user perceptions have
changed due to changes to social media verification policies
and expand beyond Twitter to consider other platforms.

Most similar to our work, Xiao et al. investigated user un-
derstanding of verified indicators on Twitter, Facebook, and
TikTok in the wake of Twitter Blue [78]. They surveyed social
media platforms and identified the dimensions of each verifi-
cation policy. Using these, they surveyed 299 U.S. adults ask-
ing their definitions for verification and whether they found
Twitter’s policy acceptable. They found participants were
more likely to indicate payment was required for Twitter, as
opposed to other platforms, but most continued to incorrectly
assume Twitter verified the identity of users with verified in-
dicators. They also observed users disliked Twitter’s policy
because it does not verify user identity and requires payment.
We build on this study in several ways. First, we conducted a
more in-depth review of social media platforms by investigat-
ing Musk’s Twitter posts, which provide valuable context, and
monitoring policies over a longer period, which allowed us to
capture policy changes by Meta and LinkedIn. Next, our sur-
vey captured a snapshot in time after Meta’s policy changes,
allowing a useful comparison over time between the works.
We also go beyond understanding how users define verifi-
cation by measuring how verified indicators impact percep-
tions of post credibility. Finally, we conduct between-subjects
comparisons, randomly assigning participants to define veri-
fication for specific platforms, instead of asking for general
definitions, and test several possible policy designs for their
impact on participant post credibility decisions and policy
acceptability. This gives us a more nuanced picture of the
changing landscape of VAs and its impact on user behaviors.

3 Verification Policy Review

To address RQ1, we reviewed verification policy changes
across eight popular social media platforms from April 2022

to August 2023. We outline our collection and review process
and describe changing landscape of social media verification.

3.1 Data Collection and Analysis
We collected verification policies from seven of the top eight
social media platforms Americans reported getting their news
from in 2022 [7], i.e., Twitter, Facebook, TikTok, Snapchat,
LinkedIn, Instagram, and YouTube. We excluded Reddit,
which does not support account verification, but included
Truth Social to represent small, niche platforms.

For each platform, we captured the verification policy on
April 14, 2022 and all subsequent policy changes until August
25, 2023. April 14 marked Elon Musk’s expression of interest
in acquiring Twitter. This date served as a significant marker
for our analysis, as it potentially influenced changes in the ver-
ification policy landscape. We continued monitoring platform
policies until our final participant completed our survey (see
Section 4) to ensure we captured changes that could affect
user perceptions. For brevity, details about our web scraping
process are included in Appendix B.

We also manually reviewed all of Musk’s personal tweets
about Twitter’s verification policy during this period. Musk
regularly made policy pronouncements publicly, which drove
news coverage [32, 62] and may have influenced perceptions.

To identify common themes across verification policies,
we performed an inductive thematic analysis, allowing pol-
icy dimensions to arise from the data [65]. Two researchers
collaboratively reviewed the initial policies for each platform
and subsequent changes as they were collected. Codes were
then discussed with the full research team until full agreement
was reached. Because we only sought to identify themes and
do not attempt to use results for quantitative comparison, we
did not assess inter-rater reliability [38].

3.2 Results
We observe several independent dimensions of social media
verification policy: who can be verified (Eligibility), how
accounts are verified (Verification Method), whether users
pay a fee, requirements to prevent “deception,” and required
activity history. Table 1 summarizes the reviewed policies,
including any changes occurring during our review.

Further, we observe three distinct time periods of social
media verification policy:

Before Musk’s Twitter takeover (Period 1). From the start
of our review (April 14, 2022) until Musk’s takeover of Twitter
(October 27, 2022), the policies of all eight social media plat-
forms were similar. All allowed verification only for “Notable”
users (e.g., celebrities, journalists, public figures). They re-
quired users provide government documents to prove identity
and did not charge for verification. There was some varia-
tion in what platforms considered “deceptive.” These policies
prevent accounts from changing their account information
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Platform Icon Eligibility Ver. Meth. Payment Non-Deceptive Active

Twitter [70, 71] Notable → Open Gov ID Free → Paid No profile changes1, spam, misleading Active past 30 days→ Phone behaviors, or platform manipulation

Facebook [41] Notable → Open Gov ID Free → Paid No profile changes1; unique Prior posting history
Instagram [41] Notable → Open Gov ID Free → Paid No profile changes1; unique Prior posting history

TikTok [69] Notable Gov ID Free No profile changes1 Logged in past 6 months

Snapchat [59] Notable Gov ID Free No misleading behaviors Regularly post content

LinkedIn [33] Notable → Open Gov ID2 Free No profile changes -

YouTube [22] Notable Gov ID3 Free No profile changes1 Regularly post content

Truth Social [61] Notable Gov ID Free No misleading behaviors Regularly post content
1 All platforms restricted VAs from changing their username. Some also prevented changes to other profile data, such as profile photos and bios.
2 LinkedIn’s verification is only available to US users (through the CLEAR ID program) or employees of companies participating in LinkedIn’s company
email verification or Microsoft’s Entra Verified ID programs.
3 YouTube does not verify documentation by default, but reserves the right to request additional documentation if necessary.

Table 1: Summary of verification policy dimensions and verified indicators per platform. → indicates a change in the policy during our review
with the left hand side indicating the policy at the start of our review and the right hand side showing the final policy.

(e.g., username), having usernames similar to other accounts,
posting spam, or attempting to manipulate the platform.

Musk acquired Twitter (October 27, 2022; Period 2). Musk
made sweeping verification policy changes by introducing
Twitter Blue on November 9, 2022. This program opened
verification to any user, removed user identity checks, and
required payment [70]. Musk argued open verification would
improve conversation quality [13] and reduce bots by creating
a barrier to entry [14, 15]. These changes faced broad crit-
icism [9, 20, 29, 32, 44, 47], and verified impostor accounts
quickly appeared [49, 63], indicating the changes did not pro-
duce Musk’s desired effect [67].

Twitter paused Twitter Blue on November 11, 2022 and
reintroduced it on December 12, 2022 with modified eligibil-
ity requirements to limit impostors. Specifically, users were
required to verify a working phone number and must have
been active 30 days before verification.4 Twitter also intro-
duced government ( ) and company ( ) badges which were
only available to organizations fitting these descriptions.

Potentially adding to user confusion, users verified under
Twitter’s original verification policy (Twitter Legacy) main-
tained their verified indicator. Verification of Twitter Legacy
and Blue accounts was indistinguishable when looking at in-
dividual posts. The only distinction was an indicator on the
Twitter Legacy accounts’ profile pages. The Twitter Legacy
policy remained in effect until April 1, 2023 [47].

While not directly related to the verification policy, Twitter
also began prioritizing posts by VAs (January 5, 2023) [74].
Twitter argued this was to ensure users are most likely to see
“content that is relevant, credible, and safe,” implying a link
between verification and credibility.

During this period, all other platform policies were stable.

4The policy initially added a 90-day activity period on November 24,
2022, but this was relaxed to 30 days prior to Twitter Blue’s restart.

Meta and LinkedIn alter policies (February 20, 2023;
Period 3). Meta, the parent company of Facebook and In-
stagram, announced Meta Verified [41]. Like Twitter Blue,
this subscription-based verification program was open to all
users and required payment. However, Meta continued to re-
quire government ID for verification—the most significant
difference between Twitter’s and Facebook’s final policies.

On April 12, 2023, LinkedIn also opened verification eli-
gibility beyond notable users [33]. LinkedIn began allowing
U.S. users to verify their identities through the CLEAR ID
program and verified users with certain corporate email ad-
dresses or through the Microsoft Entra Verified company ID
program. While not available to all users, it is more open
than previously, and follows Meta’s example of maintaining
identity verification while increasing eligibility.

Our identified dimensions of verification align with those
outlined by Xiao et al.’s prior review [78], though our re-
sults capture changes to Meta’s and LinkedIn’s policies
that occurred after their review. Our full dataset of policy
changes can be found at https://osf.io/a9y3j/?view_only=
d2608dffe87f40c09885c4e55637ddeb.

4 Survey Methods

Using the policy dimensions identified in Section 3, we devel-
oped an online survey to test participants’ understanding of
platform policies (RQ2) and their preferences for each policy
dimension (RQ3).

4.1 Survey Design
Figure 1 shows the stages of our online survey, which we
describe below in turn.

Consent (Part A). We began with a consent form describing
the study, potential risks, and data protection procedures. To

4

https://osf.io/a9y3j/?view_only=d2608dffe87f40c09885c4e55637ddeb
https://osf.io/a9y3j/?view_only=d2608dffe87f40c09885c4e55637ddeb


Figure 1: Sections and flow of the user study.

Figure 2: Example Police/Declarative/Twitter condition posts.

avoid priming for the verified indicator, which users might
otherwise ignore in practice, we used deception when describ-
ing the study’s purpose, indicating it was to understand how
users assess social media posted content credibility.

Implicit effect of verified indicator (Part B, RQ2). Next,
participants were shown a pair of posts reporting contradictory
information, both from accounts presenting as authorities on
the subject. Figure 2 shows an example pair of posts. Posted
content details, such as whether they included a verified indi-
cator and the platform for which they were formatted (Twitter
or Facebook) varied per condition (see Section 4.2). Partici-
pants were asked to indicate which posted content was more
likely correct, on a five-point Likert scale. Because the con-
tradictory posts cannot both be true, participants must make
some assessment (potentially based on the verified indicator)
about account identity to determine which is more credible.

Explicit effect of verified indicator (Part C, RQ2). Next, we
asked participants whether the verified indicator affected their
posted content credibility choice, on a four-point Likert-type
scale from “No effect” to “Major effect.” To compare the ver-
ified indicator’s effect to other account features, participants
were asked the same question about the account’s picture,
name, and handle.5 The order of account feature questions
was randomized to avoid ordering effects [55].

Participants’ verification definitions (Part D, RQ2). We
then asked participants to define verification to investigate
how they understand verification and if this varies by platform.

Assigned verification policy perceptions (Part E, RQ3).
We gave a mock verification policy and asked participants to
assume their condition-assigned platform adopted this policy.
We asked whether they believed it was “acceptable for veri-
fying account owner identity” on a 5-point Likert-type scale

5The account handle question was only included for participants in the
Twitter condition because Facebook accounts do not have this feature.

from “Unacceptable” to “Acceptable.” We also asked them to
provide one modification (i.e., addition, deletion, change) to
improve the policy. This open-ended question was intended to
capture the policy elements participants prefer and prioritize,
including those not used on social media platforms.

Credibility perceptions after policy priming (Part F, RQ3).
In Part F, we showed participants the original contradictory
posts together with their assigned mock verification policy.
Then, we repeated Part B’s question, asking participants to
choose which posted content was more credible, this time
assuming verification via the given mock policy. Next, we
asked participants to assume a friend was unsure which posted
content was more credible, and tell us what advice they would
give to help the friend decide. This open-ended question cap-
tured an additional perspective into participants’ credibility
assessment. This section included an attention check to iden-
tify and remove inattentive respondents [39].

Social media use (Part G), Security attitudes (Part H), and
Demographics (Part I). We concluded with questions about
our participants’ background and demographics. We asked
about their social media use for the two platforms tested, as
well as more generally. Participants completed Faklaris et al.’s
SA-6 scale [16] to assess their computer security practices.

Debrief (Part J). Because we used deception, we debriefed
participants about the study’s true nature, providing Twitter’s
and Facebook’s verification policies and links to best-practice
guidelines for assessing posted content credibility [34,57,58].

4.2 Conditions

Each participant saw two contradictory posts (Parts B and F)
and a mock verification policy (Parts E and F). We describe
the possible posts and policies defining each condition.

Posted content variables. To test the verified indicator’s ef-
fect, we created four posted content pairs. First, we varied the
platform. One of our research questions (RQ2) is whether
users perceive differences in verification policy between plat-
forms and how this impacts VA credibility perceptions. For
this dimension, participants were shown posts using Twitter
or Facebook visual cues. This included the posted content de-
sign, verified indicator shown (i.e., vs. ), and terminology
in survey questions (e.g., “Please answer the following ques-
tions considering the two Twitter posts above6”). We chose
these platforms because Twitter changed its verification policy
most significantly (see Section 3) and Facebook was the most
popular platform with a comparable modality (i.e., YouTube,
Instagram, TikTok are mostly image and video-based).

Second, we varied the posted content. Prior work showed
content affects users’ credibility perceptions [72], so we test
multiple content types to avoid bias from a single type.

6Emphasis not included in survey.
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One pair of posts describes an alleged bomb threat (Police),
as posted by different accounts (Sherling Police Dept. @Sher-
lingPolice or Sherling Police Department @SherlingPD)
claiming to be the same entity. One post claims the threat is
false; the other asserts it is true. The second pair (Coffee) ap-
pear to be posted by medical doctors (Dr. Samuel Smith, M.D.
@DrSmithMD or Dr. Alexander Kim, M.D. @DrKimMD).
The posts contradict about a link between coffee consumption
and risk of a disease. Table 2 details the posts. Combining
platform and content options produced four posted content
conditions. Participants were randomly assigned to one.

The named police departments, doctors, and diseases were
fictional to eliminate prior knowledge bias. We avoided hot-
button or political topics to prevent polarization effects [30].
We chose topics of general importance, where people must
rely on expert insights. We chose to use authoritative ac-
counts, as accounts like these could be verified or unverified
under all policies reviewed in Section 3, creating a range of
reasonable justifications participants could come to in their
decision-making. Prior work showed users are more likely
to find authoritative accounts credible [72], so we only used
authoritative accounts to control for this effect.

To control for potential bias toward declarative or contradic-
tory statements, we randomized which account was verified.
We randomized the order the declarative and contradictory
posts were shown, to control for ordering effects [55]. To
control for other possible credibility indicators, other posted
content elements (author profile image, retweets and likes
counts, and time since publication) were held constant. Previ-
ous research showed these elements significantly affect user
perception of posted content credibility [43].

Policy variables. After asking about the pair of posts, we
presented participants with mock verification policies to ob-
serve how varying policy definitions affect their perception
of the verified indicator (RQ3). The policies had three vari-
ables, representing the three dimensions we observed mul-
tiple platforms change in our policy review (Section 3). Ta-
ble 2b gives the policy text shown for each condition. First,
we varied who can be verified (Eligibility). The policy was
either Open, meaning anyone can apply, or Notable, meaning
only well-known individuals and organizations are eligible.
Next, policies varied in how accounts are verified (Verifica-
tion Method). That is, accounts must either confirm an email
or phone number (Phone) or provide government-issued ID
(Gov ID). Finally, the policy specified whether verification re-
quired Payment. We used a full-factorial variable combination
to create eight policies. Participants were randomly assigned
a policy independent of their post and platform condition.

4.3 Recruitment

We conducted our survey on Prolific, a research recruitment
service providing high-quality samples [50, 68]. We limited

Content Position Posted content Text Summary

Police Decl. ALERT: We are currently investigating an active
bomb threat in the Downtown area shopping
plaza. Please avoid the area. . .

Cont. ALERT: Reports of an active bomb threat in the
Downtown area shopping plaza are false. . .

Coffee Decl. Individuals who consume more than three cups of
coffee per day may have a higher risk of
developing endothrombocytisis.

Cont. There have been no research studies that have
established a link between coffee consumption
and endothrombocytisis.

(a) Posted Content Variables

Dimension Option Policy Text

Eligibility Open Any user on the platform is allowed to apply for
verification

Notable Only well known, high-profile individuals and
organizations are allowed to apply for verifica-
tion

Verification
Method

Phone Accounts are required to confirm a phone num-
ber or email with the platform

Gov ID Accounts must submit government-issued iden-
tification matching the name of the account

Payment Paid Accounts pay a monthly subscription fee to
maintain their verification checkmark

Free Accounts do not pay any fee to maintain its veri-
fication checkmark

(b) Policy Variables

Table 2: Summary of (a) posted content and (b) policy conditions.
There were four posted content and eight policy conditions, resulting
in 32 total conditions after a full-factorial combination.

participation to Prolific users at least 18 years old and located
in the United States. We used Prolific’s census-representative
sample feature [53] to ensure a U.S. population-representative
distribution by age, gender, and ethnicity. Survey completion
time averaged 8.2 minutes, and we paid participants $2.

4.4 Pilot

We piloted the survey with nine participants—drawn from a
convenience sample, selected for varying social media famil-
iarity. Pilot participants were asked to “think aloud” while
answering questions. We iteratively updated the survey for
clarity after each pilot until further changes were unnecessary.

We also tested a third content type about an E.Coli out-
break in lettuce. We recruited 50 participants on Prolific and
assigned them randomly to one of the three content types
to test whether any content type behaved unexpectedly (e.g.,
prior experience bias or unexpected relationship with cur-
rent events). We did not observe unexpected responses, but
saw similar results between the E.Coli and Coffee conditions.
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Therefore, we dropped the E.Coli condition to increase our
analysis power by recruiting more participants per condition.

4.5 Data Analysis

Quantitative analysis. To test verification’s effect on par-
ticipants’ posted content credibility perceptions before and
after stating a policy, and to assess participants’ perception of
policy acceptability, we used ordinal logistical regressions.

For the two posted content credibility perceptions ques-
tions, the outcome variable is a 5-point Likert-scale response
regarding which post was correct (Part B and Part F, respec-
tively). Each response was modified to indicate whether the
participant perceived the account with or without the verified
indicator as correct, to allow for comparisons; e.g., if a partici-
pant shown the posts in Figure 2 selected “Definitely A” from
the possible options, because A was the VA, their response
was modified to “Definitely the VA.” For the policy accept-
ability regression, the outcome variable was the participant’s
response to the policy acceptability question in Part E.

In each regression, we include the assigned condition’s
three elements (platform, content, and position) as explana-
tory variables. For the policy-related regressions (Part E and
Part F), we added the policy variables (Eligibility, Verifica-
tion Method, and Payment). In all regressions, we include
demographic explanatory variables (age, gender, education),
amount of time spent using Twitter and Facebook, number of
social media platforms used, and SA-6 scores. Table 6 in Ap-
pendix D summarizes the variables included per regression.

To select a parsimonious model without overfitting, we
constructed initial regression models using all possible ex-
planatory variable combinations. We selected models with
the minimum Bayesian Information Criterion, appropriate for
testing goodness-of-fit [54, 60].

We also examined the explicit impact of verified indicator
on credibility perceptions. We compared responses regarding
the verified indicator’s impact between Twitter- and Facebook-
assigned participants using a Pearson’s χ2 test, appropriate for
categorical data [19]. Next, we compared responses across the
four7 account features (verified indicator, account username,
photo, and handle) using non-parametric, repeated measures
tests, appropriate for multiple Likert-scale responses per par-
ticipant. We began with an omnibus Friedman test across
features to control for Type I error; if the result was signif-
icant, we applied the Wilcoxon signed-rank test to planned
pairwise comparisons of the verified indicator with every other
feature [75]. Comparisons were across content conditions.

Qualitative analysis. We used iterative open coding to ana-
lyze free-response questions [65]. As our questions were all
related to VAs and verification policies, similar to the free-
response questions in Vaidya et al. [72], we began with their

7Three for participants assigned Facebook because they were not shown
a user handle.

codebook. However, as verification policies have changed,
we allowed additional codes to arise inductively. Three re-
searchers extended the initial codebook collaboratively by re-
viewing 10 responses. Two researchers independently coded
additional responses in rounds of 100, updating the codebook
incrementally. After rounds, the coders met, assessed inter-
rater reliability using Krippendorff’s alpha [25], and resolved
coding differences. After two rounds (200 responses), the
coders achieved α = 0.80, which represents acceptable agree-
ment. The remaining 1386 responses were divided evenly
and coded separately by the two coders [25]. Finally, the two
researchers performed an axial coding to identify relation-
ships between codes and produce higher-level groups [10, pg.
123-142]. Appendix F gives the final codebook.

To compare initial verification definitions between partici-
pants shown Twitter and Facebook posts, we perform Pear-
son’s χ2 tests, appropriate for categorical data [19]. For each
higher-level code group, we compare a code’s presence from
this group between Twitter- and Facebook-assigned partic-
ipants. Because this requires multiple testing, we apply a
Benjamini-Hochberg correction to adjust p-values [5].

4.6 Ethical Considerations
Our institution’s IRB approved this study. We obtained in-
formed consent prior to the survey. Because we used decep-
tion in our study description, we concluded with a debrief and
asked participants to re-consent. To avoid response coercion,
participants were told they would be paid for completing the
survey even if they refused consent, but their response would
be deleted. Three participants withdrew after the debriefing.

Responses through Prolific are provided pseudonymously,
with only the participant’s Prolific ID identifying their re-
sponse. We did not request additional identifying information.

4.7 Limitations
We presented mock posts, as this provides the control needed
to reason about specific variables’ effects on credibility per-
ceptions. However, we are unable to capture other credibility
perception influences, such as the posting author’s reputation,
the participants’ relationship with the author, or the partici-
pants’ relationships with others who interact with the posted
content (e.g., liked or shared). The types of content and other
metadata we test are also limited, meaning we are unable to
comprehensively test these factors’ influence on posted con-
tent credibility. This is an inherent tradeoff to limit the study’s
scope to a reasonable condition set. We believe our conditions
are sufficient to target our study’s research questions.

The study’s setting also differs from the real world. Partici-
pants may have spent more time reviewing our contradictory
posts than when casually browsing social media feeds. Also,
presenting contradictory information side-by-side is not rep-
resentative, as these posts would be interspersed with other
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posts. Our results are indicative of a best-case situation where
users carefully consider all relevant information, which is
likely closer to the truth in emergency situations when find-
ing good information is safety-critical and social media is
saturated with posts about an ongoing event.

For open-response questions, we give the percentage of
participants who stated each theme. However, not mentioning
a theme does not indicate disagreement. Participants may
have failed to state an idea or considered other thoughts more
relevant. Our open-response results should be viewed as a
measure of what was “front of mind” when answering.

Even though we used Prolific’s census-representative sam-
ple feature, Prolific users are often more knowledgeable re-
garding privacy and security and more likely to use multiple
social media platforms [68], which may impact generalizabil-
ity. To account for these differences, we controlled for social
media use and security attitudes in our regressions.

As these limitations apply across all conditions, we focus
primarily on between-condition comparisons.

5 Survey Results

The majority of our key findings are taken from our regres-
sion analyses over initial perceived correctness (Table 4a),
perceived correctness after proposing a new policy (Table 4b),
and perceived policy acceptability (Table 5). Only variables
in the final selected model are shown (as groups of rows). We
give the base case first for categorical variables. We selected
base cases expected to correlate with the lowest levels of VA
perceived correctness and policy acceptability.

For categorical variables, OR is the odds ratio of the out-
come (e.g., acceptability) increasing one Likert-scale unit
when switching from the base case to the given parameter
level. For numeric variables (e.g., SA-6), OR is the odds the
outcome increases one Likert-scale unit for each one-point in-
crease in the numeric variable. For example, the OR for Police
in Table 4a indicates a participant assigned Police instead of
Coffee—holding all other variables equal—would be 1.57×
as likely to increase one unit in perception that the VA posted
the correct message. Because this effect is greater than one,
participants are more likely to report the VA as correct for
Police than Coffee. Police’s confidence interval (CI) indicates
that if we ran the study many times, we would expect 95%
of runs to produce ORs between 1.31 and 1.87. The p-value
(< 0.001) is less than our significance threshold (α = 0.05),
indicating a significant difference between Police and Coffee.

5.1 Participants
1739 participants attempted and 1660 completed the survey.
We removed 27 who failed the attention check, 30 who gave
nonsensical or obviously AI-generated responses to open-
ended questions, and 3 who withdrew after the debrief. Our
final dataset contains 1600 responses (50+ per condition).

Metric %

Age
18-29 years 23.8%
30-49 years 34.9%
50-64 years 28.9%
65+ years 12.4%

Platform w/Account
Facebook 82.2%
YouTube 78.9%
Instagram 68.7%
Twitter 66.7%
LinkedIn 42.7%
TikTok 37.0%

Metric %

Education
H.S. or below 13.0%
Some college/ 32.9%
Assoc.

B.S. or above 53.9%
Prefer not to respond 0.3%

Social Media Use
<30 mins daily 19.1%
30 mins-1 hr daily 30.6%
1-2 hrs daily 28.7%
2-4 hrs daily 16.6%
5-6 hrs daily 3.3%
>6 hrs daily 1.6%

Table 3: Participant demographics. Percentages may not add to
100% due to non-response or selection of multiple options.

Table 3 summarizes participant demographics. Additional
demographics are reported in Appendix D. Our participants’
gender and income were similar to the 2020 U.S. Census [1].
Participant ethnicities were similar to the U.S. Census, though
White participants were overrepresented and Latino/a partic-
ipants were underrepresented. Participants were more ed-
ucated and younger on average than the U.S. population,
though similar to estimated Twitter user demographics [77].
Participants’ average SA-6 score was 3.61, close to the aver-
age score from a U.S. Census-representative sample [16].

Participants most often had accounts with Facebook
(82.2%), YouTube (78.9%), Instagram (68.7%), and Twit-
ter (66.7%)—similar to other social media use surveys [4].
They most often used Twitter at least every other day (38.8%),
with the majority using it at least once per week (64.9%),
and many having no account (35.1%). Participants were
more active on Facebook, with most using it at least ev-
ery other day (56.1%) and only 19.8% not having an ac-
count. Facebook use did not vary significantly between par-
ticipants assigned to the Twitter and Facebook conditions
(χ2 = 2.9, p = 0.566). Twitter usage did vary between plat-
form conditions (χ2 = 9.6, p = 0.047), but the effect size
indicates little if any association (φ = 0.08) [11, pg. 282].

5.2 Initial Impact of Verified Account (RQ2)

Here, we discuss participant perceptions of the contradictory
posts’ credibility (Part B) and how they perceived the verified
indicator impacting their decision-making (Part C) prior to
being given a verification policy. Figure 3 summarizes initial
credibility perceptions divided by experimental condition, and
Figure 6 in Appendix D summarizes participants’ perceptions
of the account features’ decision-making impact.

No difference between platforms. Across conditions, par-
ticipant perceptions of the more likely credible post were
evenly distributed. Participants most often indicated the VA
was “Definitely” or “Probably” credible (43.9%). However,
32.1% indicated “Either the verified or not VA” was credi-
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Odds
Variable Value Ratio CI p-value

Content Coffee – – –
Police 1.56 [1.31, 1.87] <0.001*

Position Contradict. – – –
Declar. 1.42 [1.19, 1.69] <0.001*

Age – – – –
+1 0.99 [0.98, 0.99] <0.001*

– Base case (OR=1, by definition)
*Significant effect

(a) Initial Perceived Verified Account Correctness
Odds

Variable Value Ratio CI p-value

Content Coffee – – –
Police 4.13 [3.39, 5.02] <0.001*

Availability Open – – –
Notable 1.80 [1.50, 2.17] <0.001*

Verification Phone – – –
Method Gov ID 1.30 [1.08, 1.56] 0.005*

Facebook False – – –
User True 1.54 [1.21, 1.95] <0.001*

SA-6 – – – –
+1 1.21 [1.08, 1.36] <0.001*

– Base case (OR=1, by definition)
*Significant effect

(b) Verified Account Correctness After Policy Given

Table 4: Summary of regression over participants’ VA correctness
perception (a) before and (b) after being shown a specific policy.
Pseudo R2 measures for (a) were 0.01 (McFadden) and 0.04 (Nagelk-
erke), and for (b) were 0.07 (McFadden) and 0.17 (Nagelkerke).

ble and 24.1% chose “Definitely” or “Probably” the non-VA.
Results were similar whether participants were assigned Twit-
ter (43.8% VA, 33.3% either, 22.9% non-VA), or Facebook
(44.0% VA, 30.8% either, 25.3% non-VA). The selected re-
gression (Table 4a) did not include platform, indicating no ob-
served statistically significant difference between platforms.

When asking participants directly about the verified indica-
tor’s impact on their decision-making, responses again were
split. A slight majority indicted it had no impact (52.0%),
while 48.0% reported at least a “Minor effect.” Participants
were statistically significantly more likely to rank the veri-
fied indicator’s effect higher than the account picture (Z =
14.46, p< 0.001) and handle (Z = 7.31, p< 0.001) according
to Wilcoxon-Pratt signed rank tests. We did not observe a sta-
tistically significant difference between the verified indicator’s
and account name’s perceived impact (Z = 1.71, p = 0.087).

Comparing platforms (Figure 6) there is no clear difference:
46.6% of Facebook-assigned participants reported at least
a “Minor effect” versus 49.4% for Twitter. No statistically
significant difference was observed (χ2 = 4.82, p = 0.186).

Content had the biggest effect. Participants shown the Police
content were statistically significantly more likely to perceive
the VA as credible (OR = 1.56, p < 0.001). If the VA posted

Figure 3: Likert-scale response showing whether participants per-
ceived the VA as more likely credible, organized by assigned social
media platform, content type, and the position taken by the VA.

Figure 4: Participants’ verification definitions by platform.

the declarative statement (e.g., there was a bomb), participants
were statistically significantly more likely to perceive the
VA as credible (OR = 1.42, p < 0.001). This follows prior
work [72], which showed content drives message credibility.

Age has some effect. Grouping participants by decade, we
observed a downward trajectory in percentage of participants
perceiving the VA as “Definitely” or “Probably” credible
(52.1% of those under 30 to 24.1% of those over 70). Older
participants were more likely to indicate “Either the verified
or not VA” was credible (25.8% of the under 30s to 42.2% of
the over 70s)—the correct response, as VAs do not necessarily
post credible content. With each additional year, participants
were 0.99× as likely to find the VA more credible by one point
(p < 0.001). When comparing an individual one standard
deviation older (∼15.75 years), we would expect them to be
0.85× as likely to increase one point on the Likert scale. This
contradicts prior results by Xiao et al. [78], who found no
statistically significant relationship.

5.3 Verification Policy Definitions (RQ2)
Here, we discuss participants’ free-response verification def-
initions (Part D) prior to priming about a particular policy.
These definitions mostly aligned with those found via our pol-
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icy review (Section 3.2). Because we asked participants about
platforms with divergent policies (i.e., Facebook and Twitter),
we discuss each separately. Our final codebook is available in
Appendix F. Figure 4 summarizes responses by platform. Be-
cause participants could describe multiple dimensions, these
counts do not sum to the total number of participants. These
numbers only represent front-of-mind definitions; not men-
tioning a dimension does not necessarily mean the participant
does not believe that dimension applies to the policy.

Participants were more likely to believe Facebook con-
firms user identity. 54.2% of Facebook-assigned participants
stated Facebook confirms the user’s identity matches their
online persona. As one participant said, “[users] need to sub-
mit identification, and Facebook manually reviews it.” Only
25.1% of Twitter-assigned participants said the same. This dif-
ference was statistically significant (χ2 = 140.58, p < 0.001).
While the share of Twitter-assigned participants who believe
Twitter verifies identity is concerning, the majority of partici-
pants’ perceptions align with each platform’s actual policies.
While not directly comparable, we note the percentage of
participants stating Twitter verifies user identity in our survey
is much lower than in Xiao et al.’s [78], potentially indicating
user understanding of Twitter’s policy has improved.

Many participants focused on measures to ensure ac-
counts were made by real humans, not bots. Instead of
ensuring VAs’ true identity matched their persona, many per-
ceived verification as simply requiring the user verify per-
sonal information (e.g., mailing address, email, phone num-
ber), limiting verification of bots (18.4% Twitter; 18.3% Face-
book). We did not observe a statistically significant difference
(χ2 < 0.001, p = 1). Both platforms require these checks,
though they are Twitter’s primary verification mechanism.

Payment is mostly associated with Twitter. More than half
of Twitter-assigned participants mentioned payment (56.0%).
One participant explained, “You pay $8 and elon gives you
the blue checkmark.” Conversely, few (10.4%) Facebook-
assigned participants believed payment was required. This
difference was statistically significant (χ2 = 370.6, p < .001).
Xiao et al. found similar results (i.e., Twitter is paid and Face-
book is free) [78], but this would have been correct at the time,
as their survey was conducted before Facebook switched to a
paid model. We show this perception of Facebook as free has
persisted and created a misconception among users, indicating
they are unaware of Facebook’s policy change.

Facebook-assigned participants were more likely to be-
lieve verification was for “notable” accounts. 19.3% of
Facebook-assigned participants said only notable accounts
could be verified. As one participant said, “they have to be
notable enough to where other people want to make fake ac-
counts of them.” This misconception was not common, but
was more common (χ2 = 21.881, p < .001) among Facebook-
assigned than Twitter-assigned participants (10.8%). Con-

versely, Twitter-assigned participants (8.9%) were more likely
(χ2 = 44.80, p < 0.001) than Facebook-assigned participants
(1.4%) to say anyone could be verified.

Facebook-assigned participants were more likely to be un-
aware of the platform’s policy. Many Facebook participants
reported not knowing Facebook’s policy (17.2%). One par-
ticipant said, “I actually don’t know what the qualifications
are to maintain a checkmark. I kind of blindly trust it has
been adequately verified.” Some were even unaware Face-
book had VAs (2.1%). One participant stated, “Facebook uses
blue checkmarks? I thought you were talking about Twitter.”
Many fewer Twitter-assigned participants (7.6%) reported
lacking knowledge (χ2 = 32.988, p < .001).

Some people still conflate verification with credibility.
Though not many, some participants (3.7% of Facebook-
assigned; 2.7% of Twitter-assigned) continue to believe verifi-
cation indicates the account is a reliable source of information.
As one participant explained, “I would think that Facebook’s
fact checkers would verify the post was legit and gave good
information.” This mirrors previous work showing a minority
of users conflate authenticity with credibility [12, 21, 72, 78].

Participants criticized Twitter more. Some participants mis-
trusted the verification process. They described it as politically
biased (e.g., “They must share the same ‘opinion’ as Face-
book’s creator/staff”), doing too little to prevent inauthentic
accounts (e.g., “there are so many loopholes now for bots to
act like humans and falsify information”), or expressed ni-
hilism (e.g., “Better to let the [expletive] thing die than waste
time on this verification nonsense”). Criticism was more com-
mon (χ2 = 23.914, p < .001) among Twitter-assigned (9.6%)
than Facebook-assigned participants (3.4%). These are small
fractions, but we note we prompted participants to share their
definition of the process, not their opinion of it.

5.4 Verification Policy Perceptions (RQ3)
We next discuss perceptions of VA posts’ credibility after
defining a verification policy (Part F) and how acceptable
participants consider the policy (Part E). We saw a significant
increase in perceptions that the VA’s posted content was cred-
ible (Z = 21.69, p < 0.001 in Wilcoxon Signed Rank test).
This was likely affected by our priming participants to focus
on verification by asking for a definition (Part D) and giv-
ing a specific policy (Part E). Therefore, we do not compare
initial and after-priming responses, but only provide between-
participant comparisons on the after-priming question.

We focus first on the three varied policy dimensions (Eligi-
bility, Verification Method, and Payment), then discuss other
factors. Figure 5a summarizes participant correctness per-
ceptions, divided by dimension, and Figure 5b shows how
acceptable participants considered each policy.

Limiting verification to notable accounts and authenticat-
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(a) Post-priming Credibility Perceptions

(b) Policy Acceptability

Figure 5: Likert-scale response indicating (a) posted content credi-
bility perceptions and (b) policy acceptability after defining a policy.
Both are organized by assigned policy dimensions.

ing using a government ID (govID) increases perceived
posted content credibility and acceptability. The vast major-
ity of govID-assigned participants (78.0%) believed the VA’s
posted content was “Definitely” or “Probably” more credible.
Perception of VA posted content credibility dropped to 72.0%
when told accounts were verified via email or phone, with
more participants indicating “Either” posted content could be
credible (18.5%; 12.9% for govID). This difference was sta-
tistically significant, with govID-assigned participants 1.30×
more likely to increase one point toward the VA (p = 0.005,
Table 4b). GovID-assigned participants were also statisti-
cally significantly more likely to find the policy acceptable
(OR = 1.78, p < 0.001, Table 5) with a majority finding it
“Slightly acceptable” or “Acceptable” (60.0%), while this was
a minority opinion for those shown the email or phone policy
(46.9%). Requiring at least one form of govID was the most
commonly desired policy change (N=306) with only 33 partic-
ipants saying govID should not be required. One participant
explained, “I would require a photo ID. I can say I’m John
Travolta and I can give you my email address (which can be
almost anything) to confirm me, but I’m not John Travolta.”
This aligns with security best practices for verification [23],
as it is much easier to create a new email or phone number
than falsify a government document, and there have already

Odds
Variable Value Ratio CI p-value

Eligibility Anyone – – –
Notable 1.57 [1.32, 1.88] <0.001*

Verification Method Phone – – –
Gov ID 1.80 [1.51, 2.15] <0.001*

Payment Paid – – –
Free 2.53 [2.11, 3.03] <0.001*

SA-6 1 – – –
+1 1.27 [1.14, 1.41] <0.001*

*Significant effect – Base case (OR=1, by definition)

Table 5: Summary of regression over reported policy acceptability.
Pseudo R2 measures for the model were 0.04 (McFadden) and 0.11
(Nagelkerke).

been many cases of malicious accounts defeating phone veri-
fication [49, 63, 67].

There was a similar difference when comparing notable-
only-assigned participants (80.8% “Definitely” or “Probably”
more credible), as opposed to participants assigned an open
policy (69.3% “Definitely” or “Probably” more credible).
This difference was statistically significant with a slightly
larger effect size (OR = 1.80, p < 0.001). Participants re-
ported higher acceptability for the notable-only policy (58.5%
“Slightly acceptable” or “Acceptable”), compared to an open
policy (48.4% “Slightly acceptable” or “Acceptable”)—also
statistically significant (OR = 1.56, p < 0.001). However,
when asked for a desired policy change, a greater propor-
tion of participants wanted the policy to be open, not notable.
Of the 804 participants shown a notable-only policy, 18.9%
wanted it to be open, while only 8.1% of open policy partici-
pants wanted verification for notable users only. This senti-
ment for open policies was driven by concerns of equality;
as one participant stated, “I don’t believe one has to be well
known or high-profile to be verified. That absolutely stinks of
elitism.” This contradicts our regression results, suggesting
participants are split on their preference for Eligibility.

Payment does not affect perceived correctness, but reduces
approval. We did not observe a statistically significant impact
on participants’ VA posted content credibility perceptions
based on payment. When shown a free verification policy,
76.8% of participants indicated the VA’s post was “Definitely”
or “Probably” more credible, compared to 73.2% of partici-
pants shown a paid policy. Free verification was the strongest
factor increasing policy approval (OR = 2.54, p < 0.001).
While 64.0% shown a free policy found it at least “Slightly
acceptable”, only 43.1% said the same of paid policies. Like
Xiao et al. [78], we found many participants focused on price
when suggesting a policy change (N=342). One participant
said, “Money shouldn’t be a barrier to doing public good.”
This indicates payment might not impact users’ VA percep-
tions, but it displeases users, as observed with Twitter [29].

Social media use and security attitudes play a role. Par-
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ticipants who use Facebook were more likely to view the
VA’s posted content as credible (76.9% said “Definitely”
or “Probably” more credible) compared to non-Facebook
users (66.3% said “Definitely” or “Probably” more credible)
(OR = 1.54, p < 0.001). Participants who reported taking
more general security actions were more likely to view the
VA’s posted content as more credible (OR = 1.21, p < 0.001)
and find the policy acceptable (OR = 1.27, p < 0.001). This
may suggest the misconception that VAs are “secure,” i.e.,
should be trusted over other accounts. However, prior work
contradicts this [21,72, 78], and few participants said verifica-
tion indicates credibility (see Section 5.3). This may instead
be an effect of the specific contrasting scenarios we chose,
where the only major difference was the verified indicator and
accounts were authoritative. Security-conscious participants
may have been more likely to consider this difference.

6 Discussion

Our results reveal users’ understanding of recent verification
policy changes, along with their perceptions of the changes
and other potential policies. We suggest social media platform
verification policy improvements and discuss future work.

Many participants were aware of Twitter’s transition to
paid, open verification without a required identity check.
While the results are not directly comparable, this seems to in-
dicate improved user awareness relative to Xiao et al.’s earlier
survey, which found many users believed Twitter performed
rigorous identity checks [78]. Conversely, our participants
were unaware of Facebook’s policy changes, believing it re-
mained free and restricted to notable accounts. This misun-
derstanding is not as consequential as incorrectly believing
accounts undergo identity verification. However, our results
suggest participants were more likely to perceive VA posts
as credible when only notable accounts are verified, so this
misunderstanding still introduces misplaced trust.

To improve trust in the verification process, platforms
should employ rigorous ID checks. Participants were more
likely to find the VA’s posted content more credible when it
was verified with a government ID, more likely to find gov-
ernment ID verification acceptable, and frequently suggested
an ID check be added to improve verification. This shows
users value identity verification over other requirements for
bot prevention or account consistency. If Twitter transitions
back to rigorous identity verification (as was rumored [51]),
future work should consider whether perceptions of Twitter’s
policy improve, as we might expect from our hypothetical
settings, or if these perceptions represent a one-way-ratchet
and are already ingrained in the minds of users.

We also did not observe any statistically significant dif-
ference in the verified indicator’s effect between platforms
before priming participants about verification. When primed,
participants shown Facebook’s policy were statistically sig-
nificantly more likely to find the VA more credible than those

shown Twitter’s policy. This suggests users do not internalize
these differences without priming, and because Facebook’s
policy is less well known, may default to their understanding
from Twitter. As social media platforms change verification
policies, they must educate users to avoid misunderstandings.
This is especially important when changing government ID
and notability requirements, as these significantly impacted
perceived credibility, though future work must determine the
best way to educate users.

Restrictions on account eligibility produced mixed results.
Under a notable-only policy, participants were more likely
to perceive the VA’s posted content as more credible and
find the policy acceptable. However, when asked to suggest
changes to the platform, participants contradicted this senti-
ment by saying verification should be open to all users. One
remedy suggested by a few participants (N=19) is a tiered ap-
proach to verification. As one participant suggested, “I think
for public service accounts such as the fire department, police
department, federal government, etc. there should be a more
rigorous verification process.” Similarly, some participants
wanted the platform to evaluate users’ authoritative creden-
tials (N=62). This could include verifying hospital credentials
of medical professionals or press credentials for journalists.
Twitter somewhat employs this approach with special indica-
tors for government and business accounts ( , ). Although
users may prefer this in theory, prior work found users misun-
derstood both badges [78]. Future research should consider
the impact of these indicators, especially in emergency situa-
tions when an account’s authority is important (similar to our
bomb threat examples) and under various Verification Method
regimes to determine the interaction between these variables.

Perhaps the most polarizing verification change is switch-
ing to a paid model. Participants found paid policies unaccept-
able and wanted to remove payment, matching prior work [78].
However, we did not observe an effect from payment on par-
ticipants’ posted content credibility perceptions. We might
have expected participants to be less likely to trust paying
accounts, since Twitter’s verified indicator has been described
as a “scarlet letter” [29] and impostor accounts have been cre-
ated [49]. However, it seems users correctly associate these
problems with the lack of identity verification, not payment.
This suggests that while payment might annoy users, it does
not negatively impact how they evaluate VA posts.

Finally, participants were statistically significantly more
likely to find the VA credible after priming about verification.
This could be the result of asking participants to consider a
hypothetical policy, but appears more likely due to priming
effects. This could be problematic for platforms using poli-
cies that do not have rigorous identity verification. Malicious
users may be able to fool others into believing their posts
by drawing attention to their verified indicator. Future work
should investigate situations where other information beyond
the verified indicator varies between contradictory posts to
measure the potential risk of social engineering attacks.
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A Overview

In our appendices, we describe our web scraping process for pol-
icy collection (Section B), provide our survey text (Section C),
and additional tables and figures not included in the main paper
for brevity (Section D. The full set of mock posts shown to users
in our survey, the full codebook of free-response questions, demo-
graphic questions, debrief text, and the timeline of policy changes
we observed can be found at https://osf.io/a9y3j/?view_only=
d2608dffe87f40c09885c4e55637ddeb.

B Policy Review Web Scraping Process

To capture each platform’s verification policies, we created a sim-
ple web scraper in Python using the BeautifulSoup4 and Selenium
libraries. This script was run daily to pull each policy, compare it
to the prior version, and record changes. Because we began our
collection in February 2023, we used the Internet Archive’s Way-
back Machine [2] to collect older changes to the platforms’ policies.
Therefore, our review could be an under-approximation of changes
in the period prior to our direct collection. However, we note that
we were able to capture all major changes to Twitter reported in the
news, and no other platform had major changes during this period.
This process generated a dataset of timestamped verification policy
changes for each platform.

C Survey Questionnaire

In this appendix, we provide the full text of our survey for one
particular condition (Twitter post with police content with the veri-
fied indicatorassigned to the declarative statement). Throughout, we
provide heading indicating the section of the survey as shown in
Figure 1. These headings were not included in the survey shown to
participants and are only included here for readability.

Survey begins

(Consent, Part A)
[Survey Consent presented here]

page break

In this study, we will display a pair of social media posts and ask
you questions about the content shared in the posts.

page break

(Implicit Measure of Credibility, Part B)

Please answer the following questions considering the two Twitter
posts above.

1. Post A and Post B contain conflicting information. Which of
the posts do you believe is correct?

(a) Definitely A

(b) Probably A

(c) Equally likely to be A or B

(d) Probably B

(e) Definitely B

page break

(Explicit Measure of Credibility, Part C)
In this section, we will ask you some questions about how you

determined which Twitter post was more correct in the previous
section. Specifically, we will highlight different elements of the post
and ask you how much each element influenced your decision. To
help you know which visual element we’re asking about, we show a
different Twitter post, distinct from the posts you saw before, and
highlight the element in question.

A VA is denoted by a blue checkmark shown next to the display
name, as illustrated within the red box below:
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1. On the last page, we asked you which of two contradictory
posts was more likely to be correct. When making that choice,
how much did the presence of this verified account indicator
( ) affect your decision?

(a) No Effect

(b) Minor Effect

(c) Moderate Effect

(d) Major Effect

Every post on Twitter includes the display of the user’s profile
picture next to their handle or username, as exemplified by the red
box in the example post below:

1. On the last page, we asked you which of two contradictory
posts was more likely to be correct. When making that choice,
how much did the account’s profile picture affect your deci-
sion?

(a) No Effect

(b) Minor Effect

(c) Moderate Effect

(d) Major Effect

A display name is used to identify the account and can differ from
the username. On Twitter, it appears next to the account’s profile
picture as shown by the red box in the example post below:

1. On the last page, we asked you which of two contradictory
posts was more likely to be correct. When making that choice,
how much did the account’s display name affect your decision?

(a) No Effect

(b) Minor Effect

(c) Moderate Effect

(d) Major Effect

On Twitter, a user’s handle (also known as their username) is
presented next to their profile picture on every tweet they post, and
it is marked by the "@" symbol. An example of a user’s handle is
provided in the red box below:

1. On the last page, we asked you which of two contradictory
posts was more likely to be correct. When making that choice,
how much did the account’s handle affect your decision?

(a) No Effect

(b) Minor Effect

(c) Moderate Effect

(d) Major Effect

page break

(Participants’ Definition of Verification, Part D)

One of the tweets you were previously shown was by an account
with a verification checkmark ( ) indicating that the account has
been verified.

1. Based on your understanding of Twitter’s account verification,
what requirements must an account satisfy to become verified
and obtain a verified checkmark?

page break

(Show Assigned Policy, Policy Acceptability, Suggested Changes,
Part E)

Suppose Twitter adopted a verification policy in which the account
had to meet all of the following criteria:
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• Any user on the platform is allowed to apply for verification
Accounts must submit government-issued identification that
matches the name of the account being verified

• Any user on the platform is allowed to apply for verification
Accounts must submit government-issued identification that
matches the name of the account being verified

• Accounts pay a monthly subscription fee to maintain their
verification checkmark

1. To what level do you believe these verification requirements
are acceptable for verifying account owner identity?

(a) Unacceptable

(b) Slightly Unacceptable

(c) Neutral

(d) Slightly Acceptable

(e) Acceptable

2. If you could suggest one thing to add, remove, or change in
this policy to improve its ability in verifying the account owner
is who they say they are, what would it be? Please explain why.

page break

(Credibility Measure After Policy Priming, Part F)
We will now ask you to revisit the Twitter posts you were shown

previously, and answer the following questions assuming this new
policy was used for verification.

We display the Twitter posts and the new verification policy below
for you to reference while you answer the questions.

• Any user on the platform is allowed to apply for verification
Accounts must submit government-issued identification that
matches the name of the account being verified

• Any user on the platform is allowed to apply for verification
Accounts must submit government-issued identification that
matches the name of the account being verified

• Accounts pay a monthly subscription fee to maintain their
verification checkmark

1. Which of the following most closely resembles the subject
matter of the two posts?

(a) Police investigating a bomb threat

(b) Effects of coffee on health

(c) Food recall due to E. coli outbreak

2. After reviewing the criteria required for an account to receive
a verification checkmark, which of the posts do you believe is
correct?

(a) Definitely A

(b) Probably A

(c) Equally likely to be A or B

(d) Probably B

(e) Definitely B

3. If a friend of yours was unsure about which post to trust, what
would you say to this friend to help them decide?

page break

(Social Media Use, Part G)
Now we will end the survey with several short questions concern-

ing your social media use and and demographics.

1. Which of the following social media platforms do you currently
have an account with? Select all that apply.

• Twitter

• Facebook

• Instagram

• LinkedIn

• TikTok

• YouTube

• Other (please specify)

2. How often do you use Twitter in any given week?

(a) Daily

(b) Every other day

(c) Every two days

(d) Once a week

(e) I do not use Twitter

3. How often do you use Facebook in any given week?

(a) Daily

(b) Every other day

(c) Every two days

(d) Once a week

(e) I do not use Facebook

4. How much time do you spend on social media sites per day?

(a) Less than 30 minutes

(b) 30 minutes-1 hour

(c) 1-2 hours

(d) 2-4 hours

(e) 5-6 hours

(f) Greater than 6 hours

page break
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(Security Attitudes, Part H)
Each statement below describes how a person might feel about the

use of security measures. Examples of security measures are laptop
or tablet passwords, spam email reporting tools, software updates,
secure web browsers, fingerprint ID, and anti-virus software.

Please indicate the degree to which you agree or disagree with
each statement. In each case, make your choice in terms of how you
feel right now, not what you have felt in the past or would like to
feel.

1. I seek out opportunities to learn about security measures that
are relevant to me

(a) Strongly disagree
(b) Somewhat disagree
(c) Neither disagree nor agree
(d) Somewhat agree
(e) Strongly agree

2. I am extremely motivated to take all the steps needed to keep
my online data and accounts safe.

(a) Strongly disagree
(b) Somewhat disagree
(c) Neither disagree nor agree
(d) Somewhat agree
(e) Strongly agree

3. Generally, I diligently follow a routine for security practices.

(a) Strongly disagree
(b) Somewhat disagree
(c) Neither disagree nor agree
(d) Somewhat agree
(e) Strongly agree

4. I often am interested in articles about security threats.

(a) Strongly disagree
(b) Somewhat disagree
(c) Neither disagree nor agree
(d) Somewhat agree
(e) Strongly agree

5. I always pay attention to experts’ advice about the steps I need
to take to keep my online data and accounts safe.

(a) Strongly disagree
(b) Somewhat disagree
(c) Neither disagree nor agree
(d) Somewhat agree
(e) Strongly agree

6. I am extremely knowledgeable about all the steps needed to
keep my online data and accounts safe.

(a) Strongly disagree
(b) Somewhat disagree
(c) Neither disagree nor agree
(d) Somewhat agree
(e) Strongly agree

Factor Description Baseline

Posted content Variables
Platform The assigned visual design used to display

posts
Twitter

Content type The assigned content condition Coffee
Position The side of the argument the verified indicator

was assigned to
Contradict.

Policy Variables1

Availability Who can become verified? Open
Verification
Method

How are accounts verified? Phone

Payment Is payment required to become verified? Paid

Social Media Experience
Twitter expe-
rience

Does the participant report using Twitter (bi-
nary)

False

Facebook ex-
perience

Does the participant report using Facebook
(binary)

False

Social Media
Accts.

Number of social media platforms partici-
pants use

–

Demographics
SA-6 Participant’s score on Faklaris et al.’s SA-6

scale [16]
–

Age Age of participant –
Gender Gender of participant Male
Education Does the participant hold a B.S. or higher

degree (binary)
False

1 Policy variables were only included when considering participants’ policy
acceptability rating (Part E) and their credibility perceptions after providing
them with a mock policy (Part F).

Table 6: Factors used in regression models. Categorical variables
are compared individually to the given baseline.

D Additional Tables and Figures

Finally, we provide tables and figures excluded from the main text for
brevity. This includes a summary of the variables in the initial model
for each regression (Table 6), additional participant demographics
information (Table 7), and a summary of participants’ responses
regarding perceive impact of each account feature (Figure 6).

18



Metric %

Gender
Woman 49.9%
Man 48.4%
Non-binary 1.2%
Transgender/ 0.3%
Agender

Other 0.2%

Race/Ethnicity
White 73.9%
Black 11.6%
Asian 6.0%
Hispanic or Latino/a 4.9%
Indigenous 0.7%
Two or More Races 2.0%
Other 0.2%
Prefer not to respond 0.6%

Metric %

Income
<$10k 10.6%
$10k-$25k 14.8%
$25k-$50k 25.1%
$50k-$75k 19.1%
$75k-$100k 11.9%
$100k-$150k 10.4%
$150k+ 5.1%
Prefer not to respond 3.1%

Table 7: Additional participant demographics.

Figure 6: Likert-scale response indicating how much participants
perceived each account feature impacted their credibility decision,
organized by assigned social media platform.

E Demographics Questions & Debrief

(Demographics, Part I)

1. What is your age?

2. How do you describe your gender identity?

(a) Female

(b) Male

(c) Agender

(d) Non-binary

(e) Gender-queer

(f) Not sure

(g) Not listed above [with text entry]

(h) Prefer not to respond

3. Do you identify as Hispanic and/or Latino?

(a) Yes

(b) No

(c) Prefer not to respond

4. What level of education have you attained?

(a) Less than high school

(b) High School graduate (high school diploma or equivalent
such as GED)

(c) Some college, but no degree

(d) Associate Degree

(e) Bachelor’s Degree

(f) Master’s Degree

(g) Professional Master’s Degree (JD, MD)

(h) Doctorate Degree

(i) Prefer not to respond

5. What was your 2020 taxed income?

(a) Less than $10,000

(b) $10,000-$24,999

(c) $25,000-$49,000

(d) $50,000-$74,999

(e) $75,000-$99,999

(f) $100,000-$149,000

(g) $150,000 and greater

(h) Prefer not to respond

6. Do you get the majority of your earnings from Prolific or
similar platforms?

(a) Yes

(b) No

(c) Prefer not to respond

page break

(Debrief, Part J)
Throughout this study you were shown social media posts show-

ing conflicting reports about a particular event or research findings.
These events are completely fictional and not based on any true
events or findings. For the purpose of this study, these were made up
to avoid bias in participant responses.

You were also given a set of criteria used for social media verifi-
cation. Although the verification criteria we used for this study was
based on the verification criteria Twitter and Facebook use to verify
accounts on their platforms, the criteria you saw does not reflect the
true criteria Twitter and Facebook use for their verification policies.

The verification process Twitter uses can be viewed in full by
following this link. In this policy, verification is open to anyone but
requires the owner of the account to pay a monthly fee to maintain
the verification checkmark. The account must have a display name
and profile photo. This display name and profile photo cannot be
modified once the account has been verified. The account owner
also must confirm a phone number with Twitter. Additionally, the
account must show no signs of engaging in platform manipulation
or spam, and show no signs of being misleading or deceptive.
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The verification process Facebook uses can be viewed in full by
following this link. This process is used for verifying accounts owned
by public figures, celebrities, or notable brands. Notable brands
are those that represent well-known, often searched for brands that
are unique (i.e. be the only presence of this business), authentic
(i.e. registered business), and have a complete Facebook Page or
Facebook Profile (i.e. the account has a completed "About" section,
has shared at least one post, and show recent activity.

Facebook also offers account profile verification for all accounts
via Meta Verification. To be eligible for Meta Verification the account
owner must be at least 18 years of age, have a public or private Face-
book profile with the account owner’s full name and a profile picture
that matches a government issued ID. Additionally, the account must
have a prior posting history, have two-factor authentication enabled.
You can learn more about Meta Verification and its process here.

It can be difficult to determine whether information garnered
online is true or false. However, there are steps you can take to help
confirm if the information you read online is true or meant to mislead
you. We provide links to several guides below for verifying digital
content and fact checking information online below:

• 5 Ways You Can Fact-Check Online Claims

• A Guide to Verifying Digital Content in Emergencies

• Verification and Fact Checking - A General Guide
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F Codebook

In this appendix, we provide the codebooks used to categorize the valid free-text responses to the three open-ended questions in our survey
(see Section C).

Table 8: Verification Definition

Code Definition

Identity Confirmation

Credentialed
The participant stated users must provide documentation of their credentials (e.g.,
medical license) to be verified.

Authentic
The participant stated that the verified indicatorshows that the account actually
belongs to the person indicated by the display name.

Government document verifica-
tion

The participant stated a user must provide a copy of a government-issued docu-
ment that verifies their identity.

Photo verification
The participant stated a user must submit a photo of themselves to verify their
identity.

Banking verification
The participant indicated a person must provide their credit card number or
banking information to verify their identity. This information is not used for
payment.

Third-party verification
The participant stated a third-party service (such as id.me) verifies the user’s
identity.

Consistent Persona

No recent changes
The participant stated that users cannot have made recent changes to their profile
before receiving verification status.

Check other social media
The participant stated that Facebook/Twitter will check other social media ac-
counts owned by the user in order to ensure the user is who they claim to be.

Knowledge verification
Users must answer questions that “only they would know” (i.e., security ques-
tions).

2FA enabled
An account must have two-factor authentication enabled in order to receive
verification status.

IP address verification
Twitter/Facebook logs the user’s IP address to ensure the verified account holder
is the one logged in.

Posts match the account
The participant stated that Facebook/Twitter checks a verified account’s post
history to look for signs that the person posting has changed.

Real Human

Email verification
The participant stated that Facebook/Twitter verified accounts by ensuring the
account owner had access to their listed email address’s inbox.

Phone verification The participant stated a user must prove they own their provided phone number.

Location verification
The participant indicated a user must prove their address or physical location to
Facebook/Twitter.

Only one account
The participant stated that the account owner cannot maintain other accounts on
the same platform, unless the account is for another organization.

Long time user
The participant indicated that an account must be a specified number of days old
in order to be verified.

Completed profile
The participant stated that the verified indicatormeant that the Facebook/Twitter
user had filled in all their profile information (bio, profile picture, etc.).

Active user
The account must be posting and/or interacting with other posts regularly for a
minimum period of time.

Not a bot
The participant simply stated that Twitter guaranteed that the verified account
was a real human, not a bot. However, they did not indicate that the human behind
the account matched the displayed name.

Eligibility

Notable
The participant stated that verified accounts were given to people of notoriety or
public interest.

Payment
Paid The participant indicated monthly payment is required to be verified.
Credibility
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Reliable source of information
The participant stated that accounts with a verified indicatorcould be trusted to
provide credible information.

Follows the rules
The participant indicated verification status is contingent on abiding by the
terms and conditions of the platform, including no deceptive practices and no
spamming.

No Trust in Process

Political
The participant indicated that there was some political bias behind the accounts
that received verification.

Verified accounts are dubious
The participant expressed distrust in verified accounts, or regarded them with
suspicion.

Verification process is dubious
The participant believed the verification process is arbitrary, inconsistent, or
insufficient to detect bad actors and impostors.

Other

Visual indicator
The participant only described the visual appearance of the verified indicator,
but not the process for achieving it.

Don’t know
The participant did not provide a definition and simply stated that they did not
know what was required to be verified.

Table 9: Policy Change

Code Definition

Identity Confirmation

Credentialed
The user should provide proof of any credentials (e.g., medical license) that they
claim to have.

Government document verifica-
tion

Users should be required to provide a copy of a government-issued document
that verifies their identity.

No government document Government-issued identification should not be required.
Photo verification A user should be required to submit a “selfie” to verify their identity.

Banking verification
Users should be required to provide their credit card number or banking informa-
tion to verify their identity. This information is not used for payment.

Employment verification Facebook/Twitter should verify a user’s identity through the user’s employer.

Recorded video
Users should be required to upload recorded video footage of themselves to
prove identity.

Interview
Users should be required to participate in an interview with the platform’s
employees responsible for verification.

Criminal background check
All users must pass a criminal background check in order to receive verification
status.

Multiple documents required
More than one government-issued identification document should be required
for verification.

No anonymity
All verified users should be required to display their legal name with a clear
photo of themselves.

Age verification Facebook/Twitter should ensure each verified user is a legal adult.

Third-party verification
Facebook/Twitter should use a third-party service (such as id.me) to authenticate
the user.

Biometrics
Users should be required to submit a fingerprint, facial scan, or retinal scan to
verify the government-issued ID matches the account owner.

Consistent Persona

No recent changes
Users should not have made recent changes to their profile before receiving
verification status.

Check other social media
Facebook/Twitter should check other social media accounts owned by the user
in order to ensure the user is who they claim to be.

Knowledge verification
Users must answer questions that “only they would know” (i.e., security ques-
tions).

2FA enabled
An account must have two-factor authentication enabled in order to receive
verification status.
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IP address verification
Twitter/Facebook should log the user’s IP address to ensure the verified account
holder is the one logged in.

Posts match the account
Facebook/Twitter should check a verified account’s post history to ensure the
same person has been posting.

Digital signature Posts from verified accounts should be digitally signed.

Increase account security
The participant stated that verified accounts should have a higher level of security,
though they did not specify what should be required to increase account security.

Recertification
Verified accounts should regularly undergo the verification process, or verification
status will expire.

Real Human

Email verification
Facebook/Twitter should ensure the account owner has access to their listed
email address’s inbox.

No email verification Email verification is an ineffective strategy.
Phone verification Users should prove they own their provided phone number.
No phone verification Phone verification is an ineffective strategy.

Location verification
Users should be required to prove their address or physical location to Face-
book/Twitter.

Only one account
The account owner should not maintain other accounts on the same platform,
unless the account is for another organization.

Long time user
An account should be open for a minimum period of time before it is eligible for
verification.

Completed profile The account should fill in all their profile information (bio, profile picture, etc.).

Active user
The account should be posting and/or interacting with other posts regularly for a
minimum period of time prior to verification.

No active user requirement The account should not need to be active to be verified.
Captchas Accounts should be required to fill out a captcha before posting.

Not a bot
The participant simply stated that more must be done to remove bots from the
platform.

Eligibility
Notable Verification should be reserved for people of notoriety or public interest only.

Tiered verification

There should be separate tiers of verification, each with distinct verified indicators
and different requirements for identity authentication. For example, government
agencies would be required to submit more identifying documents than the
average user, and the agency would have a different color verified indicator.

All accounts must be verified Every account should be required to undergo the verification process.

Include anonymity
Users should be able to verify their identity to Facebook/Twitter without revealing
their identity to other users.

Payment
Paid Payment should be required to reduce impersonators and bad actors.
Reduced payment The monthly payment should be reduced, or it should be a one-time fee.
No payment Verification should be free to the user.
Free for public institutions Government institutions should be exempt from verification fees.
Credibility

Follows the rules
Verification status should be contingent on abiding by the terms and conditions
of the platform, including no deceptive practices and no spamming.

Label parody accounts
Parody accounts should contain some label to prevent users from believing they
are conveying true information.

More fact checking Facebook/Twitter must fact-check more posts.
Require explanation Users should be required to explain why they deserve verification.

Transparent process
Facebook/Twitter should be more transparent about how they vet accounts and
approve verification status for accounts.

Greater barrier to entry
The participant stated that it should be more difficult to achieve verification,
though they did not provide an example of how to achieve this.

No Trust in Process
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Skeptic

The participant was skeptical of verification in some way. These statements
ranged from dubious (e.g., “The whole thing just needs to be revamped back
to the way it was...[v]erification doesn’t mean anything anymore”) to abject
fatalism (“There is nothing twitter can do at this point to return credibility to the
checkmark system – it has been destroyed”).

Other
No change The participant did not wish to alter the presented policy.
Visual change The participant only described a desired visual change the verified indicator.

Table 10: Friend Advice

Code Definition

Trust/Distrust Verification

Verified Account
The fact that the author was verified positively impacted the participant’s deci-
sion.

Unverified account The participant distrusted the verified account because it was verified.
Judge the content
Content The participant made their decision based on the text of the post.

Check time posted

The participant recommended checking the time of the posts to discern whether
one is more up-to-date. For example, if the post stating there is no bomb threat
was more recent than the post alleging the bomb threat, perhaps the threat had
been investigated and disproved.

Trust who cites sources
The participant recommended the friend trust whichever account cited a source,
but did not indicate that the citation should be investigated.

Judge the account

Vet the account
The participant recommended checking other elements of the account (e.g.,
name, bio, profile picture, and previous post history) to evaluate the account’s
credibility.

Trust the crowd

Check comments
The participant recommended checking the comments to see other users’ opin-
ions of the posts.

Trust other media

Other communication channel
The participant recommended contacting the same source via a different commu-
nication channel (e.g., call the police department directly).

Other sources The participant recommended consulting other sources for information.
Trust neither The participant cautioned against believing anything posted on social media.
Trust yourself

Intuition
The participant recommended the friend trust their gut instinct or rely on their
prior knowledge of the topic.

Err towards caution
Better safe than sorry The participant recommended choosing the safer option.
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