COMP 141: Probabilistic Robotics
for Human-Robot Interaction

Instructor: Jivko Sinapov


http://www.cs.tufts.edu/~jsinapov

Today: Reinforcement Learning
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Monte Carlo Planning Demo




Policy Rollout Algorithm

1. For each a run SImQ(s,a;, T,h) w times
2. Return action with best average of SImQ results

SimQ(s,a;,1t,h) trajectories

Each simulates taking __|
action a, then following

Tt for h-1 steps. . L.
i

Samples of SimQ(s,a;,1t,h) duu Qo -+ Upw

cor Qe



Policy Rollout Algorithm

SimQ(s,a,t,h)
r=R(s,a) simulate ain s
s=T(s,a) }
fori=1toh-1
r=r+ B'R(s, 11(s)) simulate h-1 steps
s =T(s, 11(S)) of policy
Returnr

I Simply simulate taking a in s and following policy for h-1 steps, returning
discounted sum of rewards

: Expected value of SImQ(s,a,tt,h) is Qn(s,a,h)



Python Demo of Policy

Improvement

SO a0 27.16 SO a0 46.67

S0 al 27.81 SO al 47.37

S1 a0 29.83 S1 a0 48.86

S1 al 27.66 S2 al 47.14

S2 a0 25.77 S3 a0 44.29

S2 al 25.94 S3 al 44,95

State-action State-action

Horizon = 30 time steps value table with value table with
Discount factor = 1.0 random policy policy derived

from table 1



Monte Carlo Tree Search

Repeated X times < J
+ Selection +4 Playout Expansion Backpropagation
The selection strategy is One simulated One node is added The result of this game
applied recursively until an game is played to the tree is backpropagated in
unknown position is reached the tree

https://miro.medium.com/max/2982/1*Ntm0xHhJ5j0gsL9AdB2kNw.jpeg



Applications

. Ettps://vwvw.youtube.com/watch?v:Nch-RpRS
W

. gtﬁ)j://www.youtube.Comlwatch’?v:gDGleZq

e https://www.youtube.com/watch?v=fS5tTa_TI1Y


https://www.youtube.com/watch?v=NscV-RpRSRw
https://www.youtube.com/watch?v=NscV-RpRSRw
https://www.youtube.com/watch?v=gDG1WgZqGKU
https://www.youtube.com/watch?v=gDG1WgZqGKU
https://www.youtube.com/watch?v=fS5tTa_Tl1Y




Reinforcement Learning
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BE a reinforcement learner

You, as a class, will act as the learning agent
Actions: wave, clap, or nod
Observations: color, reward

Goal: find an optimal policy
- What is a policy? What makes a policy optimal?





















What actually happened...




A Simple RL Algorithm: Q-learning
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+ 100 reward for getting to S6
O for all other transitions

Update rule upon executing action a, ending up in state s’
and observing reward r :

Q(s,a)=r+ymaxa Q(s',a"')

y = 0.5 (discount factor)
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S6

+ 100 reward for getting to S6

O for all other transitions

Update rule upon executing action a, ending up in state s’

and observing reward r :

Q(s,a)=r+ymaxa Q(s',a"')

y = 0.5 (discount factor)
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Example with larger board





Q-Learning Algorithm

Q-learning (off-policy TD control) for estimating 7 ~ 7.,

Initialize Q(s,a), for all s € 8,a € A(s), arbitrarily, and Q(terminal-state,-) =0
Repeat (for each episode):

Initialize S

Repeat (for each step of episode):

Choose A from S using policy derived from @ (e.g., e-greedy)
Take action A, observe R, S’

Q(S,A) + Q(S,A) + a[R + ymax, Q(S’,a) — Q(S, Aﬂ
S« 5’

until S is terminal

[ Sutton and Barto |]



Other Approaches

Action values increased Action values increased Action values increased
Path taken by one-step Sarsa by 10-step Sarsa by Sarsa()) with 2=0.9
ql | [~ ¥] - =T[4
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Some Applications of RL in Robotics


https://www.youtube.com/watch?v=W_gxLKSsSIE&t=12s
https://www.youtube.com/watch?v=W_gxLKSsSIE&t=12s
https://www.youtube.com/watch?v=ZVIxt2rt1_4
https://www.youtube.com/watch?v=QZvu8M02BeE
https://www.youtube.com/watch?v=QZvu8M02BeE
https://www.youtube.com/watch?v=mRpX9DFCdwI
https://www.youtube.com/watch?v=mRpX9DFCdwI

If you want to know more about RL...

- take CS 138: Reinforcement Learning in the Fall



Student Paper Presentation
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